Ex4) Estimating Noisy Binary Signal

* A binary signal s (either 0 or 1) is transmitted randomly
withP(s =0) =pand P(s=1) =1 —pforsomep €
(0,1). The signal received at the receiver is analog and
corrupted by Gaussian noise, i.e.y = s +n,n ~ N'(0,1).

* Assume p = 0.3. Given a measurement y = 0.1,

— what is the probability that s = 0 (or s = 1)?
— which one is a better estimate of s between § = 0 and § = 1?
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